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Can Algorithms
Prevent Crime?



▪ What is crime?
▪ What does ‘prevention’ imply?
▪ What are the underlying assumptions for specific algorithms?
▪ What are the limits for automated decison making?
▪ What are the social costs of Big Data collection?
▪ What happens if crime fighters make mistakes?
▪ Who sets the goal posts and evaluates results?

Can Algorithms
Prevent Crime?

Researchers
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➢ First major European research project on the 
implications of algorithmic policing and law
enforcement.

➢ Funded by NordForsk (Nordic Council of Ministers)
➢ Focusing on the Nordic-Baltic region

➢ 6 academic institutions
➢ 1 trade union for IT professionals

➢ Cross-national
➢ Inter-disciplinary
➢ Citizen engagement

➢ Ideas Catalogue: Concepts, tools, maps etc.
Cuppresearch.info
Twitter: @CUPPresearch



An algorithm is:
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Are algorithms 
neutral?



Algorithmic 
surveillance 

technologies: 

Location focused or 
‘predictive mapping’
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Algorithmic 
surveillance 

technologies: 

Person focused or ‘risk 
assessment’



Critique of algorithmic surveillance technologies

Personal Data concerns: 

-Personal data processed for new purposes

-Retention period of data

-Sensitive data- biometrics

Bias concerns

Predictive programs are not neutral- target people

Lack of transparency in how police uses these programs



In conclusion...



Other CUPP projects
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